Does compact development increase or reduce traffic congestion?
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A B S T R A C T

From years of research, we know that compact development that is dense, diverse, well-designed, etc. produces fewer vehicle miles traveled (VMT) than sprawling development. But compact development also concentrates origins and destinations. No one has yet determined, using credible urban form metrics and credible congestion data, the net effect of these countervailing forces on area-wide congestion. Using compactness/sprawl metrics developed for the National Institutes of Health, and congestion data from the Texas Transportation Institute’s (TTI’s) Urban Mobility Scorecard Annual Report database, this study seeks to determine which opposing point of view of sprawl and congestion is correct. It does so by (1) measuring compactness, congestion, and control variables using the best national data available for U.S. urbanized areas and (2) relating these variables to one another using multivariate methods to determine whether compactness is positively or negatively related to congestion. Our model (and earlier studies by the same authors) suggests that an increase in compactness reduces the amount of driving people do, but also concentrates the driving in smaller areas. The former effect is slightly larger than the latter. The relationship between compactness and congestion falls short of statistical significance at the conventional 0.05 level. This analysis does not support the idea that sprawl acts as a “traffic safety valve,” as some have claimed. However, it also does not support the reverse idea that compact development offers a one-stop solution to congestion, as others have claimed. Developing in a more compact manner may help at the margin, but the greatest reduction in congestion appears to be achievable through expansion of surface streets and higher highway user fees.

1. Introduction

In 1958 William Whyte in his book The Exploding Metropolis referred to a new notion in planning, “suburban sprawl,” and alerted Americans that their cities were becoming more sprawling. This began the debate over sprawl and its impacts. There is still little agreement on the definition of sprawl or its alternatives: compact development, pedestrian-friendly design, transit-oriented development, and the catch-all term “smart growth.” There is also little consensus about how sprawl impacts everything from housing affordability to traffic congestion to air quality. Duany, Plater-Zyberk, and Speck (2001) use cultural, aesthetic and ecological reasons to reject suburban sprawl as human habitat. At the other end of the spectrum, Bruegmann (2006) describes suburban sprawl as a benign manifestation of the American Dream of a big house in the suburbs.

Fifteen years ago, Smart Growth America (SGA) and the U.S. Environmental Protection Agency (EPA) sought to raise the level of the debate over metropolitan sprawl, from purely subjective and qualitative to largely objective and quantitative (Ewing, Pendall, & Chen, 2002). They sponsored research to operationally define sprawl and study its relationship to quality-of-life outcomes. The resulting indices place sprawl at one end of a continuous scale and compactness at the other. These compactness/sprawl indices have been widely used in health and other research. The indices have been related to traffic fatalities, travel mode choices, physical inactivity, obesity, heart disease, cancer prevalence, air pollution, extreme heat events, residential energy use, social capital, emergency response times, teenage driving, private-vehicle commute distances and times, housing plus transportation costs, and economic and social mobility (Ewing & Hamidi, 2015). While most studies have linked sprawl to negative outcomes, there have been exceptions (see, in particular, Holcombe & Williams, 2012).

One area where the relative advantages of sprawl versus compact development have not been convincingly argued is in terms of traffic congestion. Limiting traffic congestion is one of the goals (if not the primary goal) of transportation agencies around the country. The Texas Transportation Institute (TTI) estimates that congestion costs the American commuter and taxpayer $160 billion in 2014 (TTI, 2015). Referring to congestion as a problem compels action, principally widening roads. Yet, as Litman says (Litman, 2009, p. 1–6): “Calling congestion a problem implies that it must be fixed, but describing it as a..."
cost recognizes that a certain amount of congestion may be acceptable compared with the costs involved in eliminating it.”

State departments of transportation and metropolitan planning organizations (MPOs) dole out billions annually for specific roadway construction projects to widen existing highways or build new corridors. Although billions of dollars have been spent on added capacity throughout the past few decades, each region in the country has experienced increased congestion over this period. For all but eight of the 101 urbanized areas in the TTI sample, annual delay per commuter more than doubled between 1982 (the first year in the series) and 2014 (the last year in the series). For all but one urbanized area, annual delay per commuter increased by > 40% over this same period.

For this reason and others, MPOs are increasingly resorting to land use scenario planning and land use strategies (through the local governments that comprise them) to create future growth patterns that are more compact than “trend” or “business as usual.” In regional vision, scenario, and transportation plans, compact development mainly means developing a hierarchy of compact, mixed use, walkable, and transit served centers, and using transportation investments to channel growth into these centers. Think Portland, Oregon. Back in the 1990s, three scenarios were compared for their impacts on quality of life in the region: a “growing out” or sprawl scenario, a “growing up” or infill scenario, and a “neighboring cities” or polycentric scenario. The 2040 recommended alternative, adopted by the Metro Council in 1995, was a combination of scenarios two and three. The 2040 Growth Concept outperformed sprawl in terms of traffic congestion and many other outcome measures.

The Portland model has become the dominant regional planning paradigm in the United States, a paradigm which concentrates development in centers connected by high-quality transit. One of the advantages of this polycentric pattern over sprawl, it is argued, is reduced traffic congestion (Ewing & Bartholomew, 2017).

If the most convincing argument in favor of sprawl is that it acts as a “traffic safety valve,” what if, in fact, this were not the case? Using the compactness/sprawl metrics methodology developed by Ewing and Hamidi (2014), and congestion data from TTI’s Urban Mobility Scorecard Annual Report database, this study (1) measures compactness, congestion, and control variables using the best national data available for U.S. urbanized areas and (2) relates these variables to one another using structural equation models to determine whether compactness is positively or negatively related to area-wide congestion, or possibly unrelated due to the countervailing forces of dispersed origins and destinations with sprawl but also increased VMT with sprawl.

2. Literature review

In 1997, the Journal of the American Planning Association published a pair of point-counterpoint articles now listed by the American Planning Association as “classics” in the urban planning literature. In the first article, “Are Compact Cities Desirable?,” Gordon and Richardson (1997) argued in favor of urban sprawl as a benign response to consumer preferences. In the counterpoint article, “Is Los Angeles-Style Sprawl Desirable?” Ewing (1997) argued for compact cities as an alternative to sprawl. They disagreed about nearly everything: the characteristics, causes, and costs of sprawl, and the cures for any costs associated with sprawl.

Gordon and Richardson said at the time and since that suburban sprawl acts as a “traffic safety valve, more of a solution than a problem.” They go on to say: “Suburbanization has been the dominant and successful mechanism for reducing congestion. It has shifted road and highway demand to less congested routes and away from core areas. All of the available recent data from national surveys on self-reported trip lengths and/or durations corroborate this view.” They note that most people live and work in the suburbs, and that most commuting is from suburb to suburb. A concept central to their claim is that as activities are spread across a greater area, and more roads are built to accommodate them, the resulting trips will also spread out, in turn, reducing congestion. Ewing took the opposite tack, arguing that sprawl, by definition, means spread out development where every trip is by automobile and many trips are long. He cited increases in average commute times from census to census. Neither article looked directly at congestion levels.

From the theoretical perspective, it is not obvious whose position is strongest. From years of research, we know that compact development that is dense, diverse, well-designed, etc. produces fewer vehicle miles traveled (VMT) than sprawling development. But compact development also concentrates origins and destinations, as shown in Fig. 1. Since VMT is positively related to congestion, a reduction in VMT with compact development would tend to reduce congestion. And since concentrated OD pairs are positively related to congestion, an increase in concentration with compact development would then to increase congestion. No one has yet determined, using credible urban form metrics and credible congestion data, the net effect of these countervailing forces on area-wide congestion.

At the time of the point-counterpoint, sprawl measures had not been developed. Now that they have been developed, we have more direct evidence on the relationship between sprawl and congestion. After controlling for population size and sociodemographic variables, Ewing et al. (2002) found no association between their overall metropolitan sprawl index and either mean journey-to-work time in minutes or annual traffic delay per capita. The individual dimensions of sprawl seem to neutralize each other. While VMT is higher in sprawling areas, so apparently are average travel speeds.

Other researchers have weighed in on this debate as well, with mixed results. Crane and Chatman (2003) looked into the relationship between commute times and employment location. They found that with increased suburbanization of employment (measured by the regional concentration of employment) there was an associated decrease in commute times. In this case, travel times were being used as a proxy for congestion.

In a more recent study, using aggregated commute data from the American Community Survey, Gordon and Lee (2013) also found that job dispersion rather than just density or population dispersion is the critical factor for congestion and travel time. “Given the population size and suburbanization, more decentralized and dispersed employment distribution was associated with shorter average commute time” (Gordon & Lee, 2013, p. 9).

Szarzynski, Wolman, Galster, and Hanson (2006) significantly advanced cross-sectional research on commuting by using more elaborate urban form variables and addressing potential endogeneity and time-lag effects between urban structure and congestion. Their regression analysis with a sample of 50 largest urban areas provided mixed results. They found that, controlling for prior levels of congestion and changes in an urban area’s transport network and relevant demographics, density/contiguity and housing centrality were positively related to subsequent delay per capita, and housing-job proximity was inversely related to subsequent commute time. They concluded that only the last
result corresponds to the conventional wisdom that more compact metropolitan land use patterns reduce traffic congestion.

Using the same sprawl index as Ewing et al. (2002) and a different source of commuting data, Kahn (2007) concluded that sprawling areas have an edge with respect to both travel speeds and overall commuting times. “Relative to workers in compact cities, workers in sprawled cities commute an extra 1.8 miles further each way but their commute is 4.3 minutes shorter. Over the course of a year (400 trips), they save 29 hours. While the workers living in sprawled cities have a longer commute measured in miles, they are commuting at higher speeds... workers in sprawled cities commute at a speed 9.5 miles per hour faster than workers in compact cities” (Kahn, 2007, p. 6).

The above discussion demonstrates a lack of consensus on the impacts of sprawl on congestion, as well as a clear need for more empirical analysis. It also suggests that how we measure sprawl may affect the resulting relationship between sprawl and congestion. Finally, it suggests that the use of proxies for congestion, such as commute times, may lead to different conclusions than the use of congestion measures themselves.

3. Methodology

3.1. Research design

In this study, a cross-sectional study design is used with structural equation modeling (SEM) to estimate the long-run relationships between transportation and land use at a point in time. It is hypothesized that long-run relationships are explained by these models as each urbanized area has had decades to arrive at quasi-equilibrium among land-use patterns, road capacity, transit service, VMT, and traffic congestion.

SEM is a statistical technique for evaluating complex hypotheses involving multiple, interacting variables. The estimation of SEM models involves solving a set of equations. There is an equation for each endogenous variable which affects annual delay per capita both directly and indirectly.

3.2. Data

In a study parallel to this one, Ewing, Hamidi, Gallivan, Nelson, and Grace (2014) and Ewing, Meakins, Hamidi, and Nelson (2014) related VMT per capita for urbanized areas to population density, highway capacity, transit service, average fuel price, and other covariates. In this paper, we use the same dataset to explore the relationship between compactness/sprawl and congestion. Data for the original article were gathered from several primary sources, including Federal Highway Administration (FHWA) Highway Statistics, US Census, American Community Survey, National Transit Database, etc. Readers are referred to that article for a description of the variables in the original dataset.

This study differs from the original study in two primary respects. First, rather than using population density as a descriptor of urban form, we use a more complete compactness/sprawl index. Second, rather than focusing on the outcome variable VMT per capita, we focus on a measure of congestion.

Consistent with Hamidi and Ewing (2014), we limited our sample to larger urbanized areas with populations of 200,000 or more. The rationale for limiting our sample is that small urban areas are different qualitatively than large urban areas. We wanted a more homogenous sample. In small areas, land uses are necessarily reasonably proximate to each other, and according to TTI’s Scorecard Annual Report, congestion levels are consistently low. Hence reasonable accessibility, which defines compactness, is guaranteed. It is spurious to compare congestion in a large area like Los Angeles (population 12.6 million, where trips are long and congestion is intolerable) to congestion in a small area like Porterville, CA (population 79,000, where trips are necessarily short and congestion is nonexistent). Our final sample consists of 157 urbanized areas.

3.3. Variables

Our definition of sprawl is borrowed directly from the literature. Sprawl is any development pattern characterized by poor accessibility and automobile dependence. As in Ewing et al. (2002), Ewing and Hamidi (2014), and other studies previously referenced, sprawl is operationally defined as low density, single use, uncentered, or poorly connected development.

Using the metrics of Ewing and Hamidi (2014), the 10 most compact areas and 10 most sprawling urbanized areas are shown in Table 1. The aerial images of the San Francisco-Oakland urbanized area and the Atlanta urbanized area are shown in Fig. 2. One can see how different they are in terms of sprawl.

Both the individual factors and overall index have been validated against transportation outcome measures (Ewing & Hamidi, 2014; Ewing, Pendall, & Chen, 2003; Ewing, Schieber, & Zegeer, 2003; Ewing, Schmid, Killingsworth, Zlot, & Raudenbush, 2003; Hamidi & Ewing, 2014; Hamidi, Ewing, Preuss, & Dodds, 2015). The overall index has also been widely used in the literature (Congdon, 2016; Ewing, Hamidi et al., 2014; Ewing, Meakins et al., 2014; Ewing, Hamidi, & Grace, 2016; Ewing, Hamidi, Grace, & Wei, 2016; Hamidi & Ewing, 2015; Lee, 2015; Nelson et al., 2015a; Nelson et al., 2015b; Nelson, Petheram, Ewing, Stoker, & Hamidi, 2014; Sanderford, Keefe, Koebel, & McCoy, 2015; Sanderford, McCoy, Zhao, & Koebel, 2016).

Congestion data come from the TTI’s Urban Mobility Scorecard Annual Report database. TTI congestion data are derived from INRIX traffic speed data for 471 U.S. urbanized areas in 2014 (TTI, 2015). Speeds collected by INRIX every 15 min from a variety of sources every day of the year on almost every major road were used. The data for all 96 15-minute periods of the day makes it possible to track congestion problems for the midday, overnight and weekend time periods. TTI provides different measures of congestion, such as annual hours of delay and the travel time index. We chose annual hours of delay per capita to measure congestion, instead of the travel time index. We contacted the TTI authors and they recommended annual hours of delay as broader measure of congestion since it covers 24 h, instead of just peak hours like the travel time index.

The variables in our model are defined in Table 2. The variables fall into three general classes:

- Outcome variable, annual delay per capita.
- Exogenous explanatory variables. The exogenous variables, population and per capita income, are determined by regional competitiveness. The real fuel price is determined by federal and state tax policies and regional location relative to ports of entry and refining capacity.
- Endogenous explanatory variables. The endogenous variables are a function of exogenous variables and are, in addition, related to one another. They depend on real estate market forces and regional and policy decisions: whether to increase highway and local street capacity, whether to increase transit service revenue, whether to zone for higher densities, and whether to aim to reduce VMT. The compactness index is an endogenous variable which affects annual delay per capita both directly and indirectly.
In the analysis, all variables were transformed by taking natural logarithms. The use of logarithms has two advantages. First, it makes relationships among variables more nearly linear and reduces the influence of outliers (such as New York and Los Angeles). Second, it allows us to interpret parameter estimates as elasticities, which summarize relationships in an understandable and transferable form. An elasticity is a percentage change in one variable associated with a one percent change in another variable (a ratio when these changes are infinitely small). Elasticities are dimensionless (unit-free) measures of the associations between pairs of variables and are the most widely used measures of effect size in economic and planning research.

3.4. Model

The SEM was estimated with the software package Amos and maximum likelihood procedures. The path diagram in Fig. 3 is copied directly from Amos. Causal pathways are represented by uni-directional straight arrows. Correlations are represented by curved bi-directional arrows (to simplify the already complex causal diagrams, some correlations are omitted). By convention, circles represent error terms in the model, of which there is one for each endogenous (response) variable.

Most of the causal paths shown in the path diagram are statistically significant (long-term probability of observing zero is < 5%). The exceptions are a few paths that are theoretically significant, though not statistically significant (i.e., the mechanism is hypothesized to operate based on substantive knowledge, but its observed effect is variable).

The main goodness-of-fit measure used to select models was the chi-square statistic. Probability statements about an SEM model are reversed from those associated with null hypotheses. Probability values (p-value) used in statistics are measures of the degree to which the data are unexpected, given the hypothesis being tested. In null hypothesis testing, a finding of a p-value < 0.05 indicates that we can reject the null hypothesis because the relationships are very unlikely to come from a random association. In SEM, we seek a model with a small chi-square and large p-value (> 0.05). A chi-square test assesses how well the model fits the data. A high chi-square value leads one to reject the hypothesized model (Hox & Bechger, 1998).

4. Results

The delay model in Fig. 3 has a chi-square of 12.1 with 12 model degrees of freedom, a p-value of 0.44, a Comparative Fit Index (CFI) of 1.0, and a root mean square error of approximation (RMSEA) of 0.008. The low chi-square relative to model degrees of freedom and a high (> 0.05) p-value are indicators of good model fit to the data. Furthermore, the CFI greater than the preferred minimum value of 0.95 and RMSEA smaller than the preferred maximum value of 0.06 also indicate a good model fit to the data (Schreiber, Nora, Stage, Barlow, & King, 2006). With the exception of causal pathways of theoretical interest, the final model includes only causal pathways whose path coefficients (regression coefficients) are statistically significant.

The path coefficients in Table 3 give the predicted effects of individual variables, and associated null probabilities. These are the direct effects of one variable on another. They do not account for the indirect effects through other endogenous variables.

Most of the relationships in Table 3 align with expectations. Larger urbanized areas, measured in terms of population, provide more transit service and fewer lane miles of highway per capita. They are generally less auto-centric than smaller areas. Larger areas, measured in terms of population, have more delay per capita since they have more people competing for road space and longer peak periods. Wealthier areas have more highway capacity per capita, both in freeways and other roads. Despite this, they have more congestion. The reason, of course, is that the literature shows a strong relationship between income on the one hand, and automobile ownership and use on the other. An earlier study found that the elasticity of VMT per capita with respect of income per capita is 0.351 (Ewing et al., 2017).

Areas with higher fuel prices have less highway capacity per capita, and are generally less auto-dependent. An earlier study found that the elasticity of VMT per capita with respect of average fuel price is \(-0.692\) (Ewing et al., 2017). That is the strongest relationship between VMT and any variable tested. Because of this relationship, and the nonlinear relationship between traffic volume, capacity, and congestion, average fuel price is strongly and negatively related to delay per capita.

Areas with higher transit route density and transit service frequency have higher transit passenger miles per capita. Areas with more transit service are also more compact. The relationship between transit service and compactness is doubtless bi-directional, but the conventional wisdom (from Homer Hoyt til the present) says that “urban form is largely a product of the dominant transportation system in place during a region’s prevailing period of growth.”
Areas with more lane miles of roadway capacity (other than freeways) are significantly less compact than those with less capacity. Certainly in the case of arterials, this could be due to highway-induced development. However, the added capacity of surface streets appears to overwhelm that added VMT associated with induced traffic (Ewing et al., 2017), and the net effect is reduced congestion in areas with extensive street networks.

There are a few direct relationships that are unexpected and harder to explain. Areas with higher per capita incomes have more transit passenger miles per capita. Looking at individual data points, this may simply reflect the fact that larger urbanized areas tend to have higher incomes and better transit service, a confounding effect that is apparently not controlled in our SEM.

Also unexpected is the fact that areas with more freeway capacity per 1000 population have as much delay per capita as those with less freeway capacity, though no more. The direct relationship between freeway capacity and delay is not significant. This result may be spurious or it could reflect freeway induced travel demand. Freeways often have extreme congestion during rush hours, more extreme than do surface streets. When you think of large urbanized areas with extensive freeway systems, you also think of rush-hour congestion.

The third unexpected result is that freeway capacity in lane miles per 1000 population has no relationship to our compactness index. Due to highway induced development, we would expect a strong negative relationship between the two. This one finding is the hardest to explain.

Finally, and most importantly, areas that are more compact are not
characterized by more annual delay per capita, if anything less. The relationship between compactness and congestion falls short of statistical significance at the conventional level.

Perhaps of greater interest than the direct effects of variables on one another are the total effects of different variables on delay per capita, accounting for both direct and indirect pathways in Table 4. Population is a driver of congestion, largely through its direct effect.

Per capita income also is a driver of congestion. Income has a direct effect on delay per capita, mainly through its impact on VMT.

Added lane miles of roadways (other than freeways) per 1000 population mitigates congestion. This is the result of a strong direct effect, offset only slightly by an indirect of roadway capacity on highway capacity.

Of greatest interest to us is the relationship between compactness and delay per capita. Areas that are more compact and less sprawling generate less VMT per capita (Ewing et al., 2017). This makes sense. Automobile trips are shorter, and alternatives to the automobile (particularly walking, which is not operationalized in our model) are more

---

**Table 2**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Source</th>
<th>Mean</th>
<th>St. dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Outcome variable delay</strong></td>
<td>Natural log of annual delay per capita</td>
<td>TTI congestion data</td>
<td>3.25</td>
<td>0.38</td>
</tr>
<tr>
<td><strong>Exogenous variable pop</strong></td>
<td>Natural log of population (in thousands)</td>
<td>US Census</td>
<td>6.40</td>
<td>0.96</td>
</tr>
<tr>
<td><strong>Exogenous variable inc</strong></td>
<td>Natural log of income per capita (in thousands)</td>
<td>American Community Survey</td>
<td>3.27</td>
<td>0.19</td>
</tr>
<tr>
<td><strong>Exogenous variable fuel</strong></td>
<td>Natural log of average metropolitan fuel price</td>
<td>Oil Price Information Service</td>
<td>1.02</td>
<td>0.06</td>
</tr>
<tr>
<td><strong>Endogenous variable fim</strong></td>
<td>Natural log of freeway lane miles per 1000 population</td>
<td>FHWA Highway Statistics</td>
<td>−0.49</td>
<td>0.42</td>
</tr>
<tr>
<td><strong>Endogenous variable olm</strong></td>
<td>Natural log of other lane miles per 1000 population</td>
<td>FHWA Highway Statistics</td>
<td>0.85</td>
<td>0.28</td>
</tr>
<tr>
<td><strong>Endogenous variable rtlen</strong></td>
<td>Natural log of transit route density per square mile</td>
<td>National Transit Database</td>
<td>0.60</td>
<td>0.75</td>
</tr>
<tr>
<td><strong>Endogenous variable tfreq</strong></td>
<td>Natural log of transit service frequency</td>
<td>National Transit Database</td>
<td>8.68</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Endogenous variable tpm</strong></td>
<td>Natural log of annual transit passenger miles per capita</td>
<td>National Transit Database</td>
<td>4.00</td>
<td>1.15</td>
</tr>
<tr>
<td><strong>Endogenous variable compact</strong></td>
<td>Natural log of the compactness index</td>
<td>Many sources – see reference (Ewing &amp; Hamidi, 2014)</td>
<td>4.57</td>
<td>0.25</td>
</tr>
</tbody>
</table>

---

Fig. 3. Causal path diagram explaining delay per capita for urbanized areas (for clarity, some correlational arrows have been omitted).
Table 3  
Path coefficient estimates (regression coefficients) and associated statistics for direct effects in the model (see Fig. 3).  

<table>
<thead>
<tr>
<th>Estimate</th>
<th>S.E.</th>
<th>C.R.</th>
<th>p-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>rden &lt; —</td>
<td>pop</td>
<td>0.237</td>
<td>0.06</td>
</tr>
<tr>
<td>tfreq &lt; —</td>
<td>pop</td>
<td>0.308</td>
<td>0.038</td>
</tr>
<tr>
<td>tm &lt; —</td>
<td>pop</td>
<td>−0.051</td>
<td>0.035</td>
</tr>
<tr>
<td>tm &lt; —</td>
<td>fuel</td>
<td>−2.682</td>
<td>0.57</td>
</tr>
<tr>
<td>tm &lt; —</td>
<td>inc</td>
<td>0.467</td>
<td>0.183</td>
</tr>
<tr>
<td>olm &lt; —</td>
<td>pop</td>
<td>−0.124</td>
<td>0.019</td>
</tr>
<tr>
<td>olm &lt; —</td>
<td>inc</td>
<td>0.299</td>
<td>0.096</td>
</tr>
<tr>
<td>olm &lt; —</td>
<td>fuel</td>
<td>−2.463</td>
<td>0.314</td>
</tr>
<tr>
<td>tpm &lt; —</td>
<td>inc</td>
<td>1.357</td>
<td>0.252</td>
</tr>
<tr>
<td>tpm &lt; —</td>
<td>rden</td>
<td>0.937</td>
<td>0.061</td>
</tr>
<tr>
<td>tpm &lt; —</td>
<td>tfreq</td>
<td>0.965</td>
<td>0.086</td>
</tr>
<tr>
<td>compact &lt; —</td>
<td>pop</td>
<td>−0.107</td>
<td>0.022</td>
</tr>
<tr>
<td>compact &lt; —</td>
<td>inc</td>
<td>0.241</td>
<td>0.091</td>
</tr>
<tr>
<td>compact &lt; —</td>
<td>tm &lt; —</td>
<td>−0.031</td>
<td>0.039</td>
</tr>
<tr>
<td>compact &lt; —</td>
<td>olm</td>
<td>−0.264</td>
<td>0.073</td>
</tr>
<tr>
<td>compact &lt; —</td>
<td>rden</td>
<td>0.122</td>
<td>0.025</td>
</tr>
<tr>
<td>compact &lt; —</td>
<td>tfreq</td>
<td>0.094</td>
<td>0.035</td>
</tr>
<tr>
<td>delay &lt; —</td>
<td>pop</td>
<td>0.181</td>
<td>0.031</td>
</tr>
<tr>
<td>delay &lt; —</td>
<td>inc</td>
<td>0.474</td>
<td>0.139</td>
</tr>
<tr>
<td>delay &lt; —</td>
<td>fuel</td>
<td>−2.165</td>
<td>0.511</td>
</tr>
<tr>
<td>delay &lt; —</td>
<td>tm &lt; —</td>
<td>0.081</td>
<td>0.058</td>
</tr>
<tr>
<td>delay &lt; —</td>
<td>olm</td>
<td>−0.24</td>
<td>0.114</td>
</tr>
<tr>
<td>delay &lt; —</td>
<td>tpm</td>
<td>0.022</td>
<td>0.026</td>
</tr>
<tr>
<td>delay &lt; —</td>
<td>compact</td>
<td>−0.119</td>
<td>0.106</td>
</tr>
</tbody>
</table>

Table 4  
Direct, indirect, and total effects of variables on delay per capita in the model (see Fig. 3).  

<table>
<thead>
<tr>
<th>Direct effect</th>
<th>Indirect effect</th>
<th>Total effect</th>
</tr>
</thead>
<tbody>
<tr>
<td>pop</td>
<td>0.181</td>
<td>0.039</td>
</tr>
<tr>
<td>fuel</td>
<td>−2.165</td>
<td>0.287</td>
</tr>
<tr>
<td>inc</td>
<td>0.474</td>
<td>−0.022</td>
</tr>
<tr>
<td>tm &lt; —</td>
<td>0.081</td>
<td>−0.004</td>
</tr>
<tr>
<td>olm</td>
<td>−0.24</td>
<td>0.032</td>
</tr>
<tr>
<td>tfreq</td>
<td>0</td>
<td>0.01</td>
</tr>
<tr>
<td>rden</td>
<td>0</td>
<td>0.006</td>
</tr>
<tr>
<td>tpm</td>
<td>0.022</td>
<td>0</td>
</tr>
<tr>
<td>compact</td>
<td>−0.119</td>
<td>0</td>
</tr>
</tbody>
</table>

* Indicates effects that include a non-significant direct link.

5. Discussion and conclusion

This paper sought to determine whether claims that sprawl can function as a “traffic safety valve.” The most widely used compactness/sprawl index has, when both direct and indirect effects are considered, essentially no relationship to a widely accepted and cited measure of congestion. It is not clear from this analysis whether travel times, which after all are what really matter, are shorter or longer with sprawl, since travel distances are greater in sprawl development patterns. Common sense suggests that since origins and destinations are closer together in a compact development pattern, travel times may be shorter. But this represents a topic for further study.

The use of cross-sectional data generally limits the interpretation of the results to associations rather than causal relationships. Studies require association, temporal precedence, and isolation in order to make causal statements of interpretation. With structural equation modeling, causal statements can be made based on the results of the models in combination with an established theoretical basis for the causal interpretation. These causal interpretations can only be made when the data square with existing theory. Even then, these causal statements are made with caution because of the possibility of the model being overfitted, leaving room for specification errors.

An additional limitation of this study stems from our use of aggregate data, where we cannot make inferences from higher to lower levels of analysis without committing an ecological fallacy. Thus, our results are useful at the macro level, but are unsuitable for making inferences at the individual level.

These findings are important not only for bringing planning academia closer to resolving the debate over this particular impact of sprawl, but also for policy planning. As was mentioned above, reducing congestion is the primary objective of transportation agencies. Congestion costs Americans billions of dollars in lost productivity, and policy should reflect the best ways to avoid such inefficiency. Developing in a more compact manner may help at the margin, but the greatest reduction in congestion appears to be achievable through expansion of surface streets and higher highway user fees. While this is counterintuitive, expanding freeways appears to have the exact opposite effect of what is intended, increasing VMT and hence congestion indirectly, without (in this cross-sectional study) relieving congestion directly. Freeway induced traffic appears to undermine all the good intentions of freeway building. And ultimately, given the strong negative relationship between average fuel price and delay per capita, the U.S. may have to consider higher fuel taxes or congestion pricing to deal with the pervasive increases in congestion documented by TTI in the Urban Mobility Scorecard Annual Report database.
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